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Where do I come from?
Costa Rica, Central America

is not Puerto Rico
has no standing army since 1949
hosts 6% of world’s biodiversity
produces 99% of its electricity from renewable sources
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CeNAT-CONARE Campus, San José, Costa Rica



Costa Rica National High Technology Center
CeNAT

Development through Knowledge



Advanced Computing Laboratory
Powered by a computing-centered diverse team



Collaborative Research Projects
Accelerating scientific discovery

Energy Seismology Biodiversity Bioinformatics

Climate Epidemics HPC Health











Supercomputing Infrastructure
Simulation + Data Science + Artificial Intelligence + Bioinformatics



Advanced Computing Training
Empowering collaborators

Programming Scientific Computing Machine Learning System Tutorial

Programming Data Visualization Statistical Analysis Bioinformatics



Costa Rica HPC School, January, 2023
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August Kamp and DALL-E, from Girl with a Pearl Earring by Johannes Vermeer



Source: https://ourworldindata.org/





Source: Failure Analysis and Quantification for Contemporary and Future Supercomputers by Tan and DeBardeleben

Soft errors are prevalent due to:

▶ Component count

▶ Feature size vulnerability

▶ Energy savings through sub-threshold voltage

▶ Cost of detection logic



The Astronomer, Johannes Vermeer, 1668
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Deep Learning
Artificial Neural Networks

Source: https://developer.nvidia.com/
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Deep Learning Performance
Accuracy and loss metrics
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Deep Learning Architecture
Many layers in specialized blocks

Typical structure of a convolutional neural network
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Types of Distributed Deep Learning
Data parallel or model parallel

Source: https://www.anyscale.com/
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Distributed Deep Learning Training
Mechanisms and tools

Elvis Rojas, Fabricio Quirós-Corella, Terry Jones, and Esteban Meneses. Large-Scale Distributed Deep
Learning: A Study of Mechanisms and Trade-Offs with PyTorch. Latin America High Performance
Computing Conference (CARLA), 2021, Guadalajara, Mexico.

24



Soft-error
Sensitivity of

Distributed Deep
Learning

Esteban Meneses,
PhD

Motivation

Distributed Deep
Learning

Deep Learning Models

Distributed Computing

Checkpoint
Alteration

Design

Implementation

Results

Soft-error
Sensitivity

Experimental Setup

Experimental Results

Conclusion

Tradeoffs in Distributed Learning
Faster execution and lower accuracy on Summit supercomputer
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Hyperparameter Tuning
Crucial in bringing up performance

Parameters: learning rate, patience, batch size
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Critical Optimizations
Significant impact on performance

Using mixed precision Using optimizer
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The Milkmaid, Johannes Vermeer, 1657
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Fault Injection
A first categorization

Source: Fault Injection: Techniques and Tools (Hsueh et al)

Types: dynamic (runtime) and static (compile time)
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Checkpointing
Dumping state of application
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Checkpoint Alteration
Using checkpoints to inject failures

▶ Disadvantage: does not capture entire spectrum of faults

▶ Advantages: controllable and portable

Elvis Rojas, Diego Pérez, Jon C. Calhoun, Leonardo Bautista Gomez, Terry Jones, Esteban Meneses.
Understanding Soft Error Sensitivity of Deep Learning Models and Frameworks through Checkpoint
Alteration. IEEE International Conference on Cluster Computing (CLUSTER), 2021, Portland, Oregon,
United States.
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Failure Injector
Highly configurable

Works on HDF5 checkpoint files (Chainer, PyTorch, TensorFlow)
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IEEE-754 Sensitivity
Impact of bit flip on floating-point numbers

Critical bit: most significant bit of the exponent
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Impact of Bitflips
Deep neural networks are quite resilient
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Impact of Other Variables
Bit masks and floating-point precision

35



View of Delft, Johannes Vermeer, 1661
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Distributed Deep Learning
Implementations

Elvis Rojas, Diego Pérez, Esteban Meneses. Exploring the Effects of Silent Data Corruption in
Distributed Deep Learning Training. International Symposium on Computer Architecture and High
Performance Computing (SBAC-PAD), 2022, Bordeaux, France.
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Failure Injection
Adapted to a distributed environment
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Injection Impact
Measured on model and optimizer
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Performance Analysis
Studying sensitivity to noise

Supercomputing node

(source: https://hpcf.umbc.edu/) Juwels Supercomputer

Elvis Rojas, Michael Knobloch, Nour Daoud, Esteban Meneses, Bernd Mohr. Early Experiences of
Noise-Sensitivity Performance Analysis of a Distributed Deep Learning Framework. HPC for Inter-
national Collaboration between Europe and Latin America Workshop, IEEE Cluster, 2022, Heidelberg,
Germany.
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Performance Analysis Tools
Experimental Setup

Architecture of computational node in Juwels-Booster
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Sensitivity and Coexistence
Experimental results
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Concluding Remarks

▶ Strong convergence of HPC, AI, and
data science

▶ Checkpoint alteration is a controllable,
portable and scalable fault injection
approach

▶ Deep learning resilient to soft errors,
albeit there is a critical bit

▶ Distributed deep learning can coexist
with other complementary executions

Thank you!
emeneses@cenat.ac.cr

A supercomputer painted by Johannes Vermeer

(Daniel Amador and DALL-E)
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